# Practical – 06 Title: - Introduction to R Graphics and Data Preprocessing

**Aim: -** To perform data preprocessing using R programming.

# Lab Objectives: -

Students will understand following R programming concepts:

1. Importing dataset
2. Handling the Missing Data
3. Encoding Categorical Data
4. Splitting the Dataset into the Training and Test sets
5. Feature Scaling **Description: -**

# Data Preprocessing in R

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAoCAYAAACWwljjAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAG3SURBVFhHzZi7TcRAFEUtkGhgO0AQkxBSAIKIDCqgA6iAFqiBnIQCyIjIoQQgJEJwD/KTRmZ+9nzMke6ytlfeI8+1Z5bhv7E9/j1RvpSP360VMaEz5V7ZUZ6VT2VVrpTvMe/j9qq4QpYX5VxZBZ+Q5UE5UrriCvH+ydm23Cq7ShdcIbsaDBd9cqUIn90oTfEJAV/MsakY25dKM0JCBkPFkLlShOI36VdKyDhQKLkrRdjHsWrkChl8hqvjSpFqxZ8rZPiKbw/WouIvFYJQ8YserCVCRqj4PNNmn7OGkBErfna/agoZnMdX/Bsl2a8WQkas+EFaCsHs4rcWMkLF/7Oi6CUESPlWE0httvTSCxu2V+WQHSNsnyrHyhs7oPUVYmXgK3ZwxdBKiF8zvluf74ve+rWFOIfv4Zg9+dYSyr6LUpQKWWFdCbJ4gi0RChWWcy5miVCosFlzVYo5Qhz3FfZOyZ7NU+QIhQq7aL2TIiZUvbA5hIRihS3uSYypUKiwDFlTEcMV8olQ4qq/u1L4OkKQq17YGKHlB//au1D2lEd29GIqhMi1sq/wXFkNhix7Ju5BlzsnzTD8ALbjEVp/5TitAAAAAElFTkSuQmCC) Data preprocessing is the initial phase of Machine Learning where data is prepared for machine learning models.
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○ To perform data preprocessing, you should have the following:

■ RStudio installed on your computer.

■ Packages ‘caTools’, ‘tidyverse’, readr, dplyr, ggplot2 installed.

## Steps in data preprocessing

○ Step 1: Importing the Dataset ○

Step 2: Handling the Missing Data ○ Step 3: Encoding Categorical Data.

○ Step 4: Splitting the Dataset into the Training and Test sets ○ Step 5: Feature Scaling **I.**

# Importing the dataset

## Loading data from csv file

dfdata<-read.csv("data.csv")

dfdata
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You can get a count of the number of records with the nrow() function nrow(dfdata)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAnCAYAAABnlOo2AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAGYSURBVFhHzZexTQQxEEVPUAABHSARkxBCDKICOqADOqAFWoASyAkhJARKoAXuP3SDRottvLv27D7p62Tf7d2X953l3ayN/d3rjXKsvP2MFmRv93qgPCgvyhkTS2GFjFPlWXlSjpiIZljIuFA+lHvlkIlobpXvTL4U3g/FF7pS7tzY8q5cKyH4QiY1DuGSL0WY6y5+qpDBmH+fL0UelW7ilwoZ3C5umy9FuLa5+DWFgB/ms4juSzFmc21GbSGDYmwJvhRhBflTzGZsIaMk/okymamFDK5Jic8qThJ/biEjJb5trKPEb1UISuJXb6wtCxk58atOFD0KGSXxs371LGTwvTnx//gVUcjAo5RfdMieh3pDgRS/KxV1y1IuJfeq3lJzMvAlSHE371GI5c8d9P79jdaF+L5VbIzNzkxzC3FNtbA1TC1UEnbWrR9bqCRs+AGNz6aEDT/C5oRlpUYJW0OpEOOUsOGPQd2ErcEXWt2j9DAIy/vNPSmRK5Q8PEUwLIQn3YQtMTygvSrnyqXyycRSsKmFCZtns9kCYVYH2x6oYH0AAAAASUVORK5CYII=)

You can get other information about dataset using following functions

dim(dfdata)

names(dfdata) rownames(dfdata)
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## Selecting specific columns

○ It will often be the case that you don’t need all the columns in the data that you import.

○ The dplyr package includes a select() function that can be used to limit the fields in the data frame.

dfdata = select(dfdata,'Country','Age','Purchased') View(dfdata)
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## Renaming Columns

○ You may also want to rename columns to make them more reader friendly or perhaps simplify the names.

○ The select() function can be used to do this as well.

○ You simply pass in the new name of the column followed by an equal sign and then the old column name.

dfdata = select(dfdata,'country'='Country','age'='Age','Purchased') View(dfdata)
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## Filtering a dataset

○ In addition to limiting the columns that are part of a data frame, it’s also common to subset or filter the rows using a where clause.

○ Filtering the dataset enables you to focus on a subset of the rows instead of the entire dataset.

○ The dplyr package includes a filter() function that supports this capability.

dfdata1=filter(dfdata,Country=='France')

View(dfdata1)

○ You can also include multiple expressions in a filter() function.

dfdata2=filter(dfdata,country=='France',age<=40) View(dfdata2)

# Step 2: Handling the missing data
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○ Delete the observation reporting the missing data:

■ This technique is suitable when dealing with big datasets and with very few missing values i.e. deleting one row from a dataset with thousands of observations can not affect the quality of the data.

■ When the dataset reports many missing values, it can be very dangerous to use this technique.

■ Deleting many rows from a dataset can lead to the loss of crucial information contained in the data.

■ To ensure this does not happen, we make use of an appropriate technique that has no harm to the quality of the data.

○ Replace the missing data with the average of the feature in which the data is missing:

■ This technique is the best way so far to deal with the missing values.

■ Many statisticians make use of this technique over that of the first one.
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○ dfdata$age : Selects the column in the dataset specified after $

○ is.na(dfdata$age): This method returns true for all the cells in the specified column with no values.

○ ave(dfdata$age, FUN = function(x) mean(x, na.rm = ‘TRUE’)): This method calculates the average of the column passed as argument.

# Step 3: Encoding categorical data
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dfdata$country = factor(dfdata$country,

levels = c('France','Spain','Germany'), labels = c(1.0, 2.0 , 3.0 ))
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dfdata$Purchased = factor(dfdata$Purchased,levels = c('No', 'Yes'),labels = c(0, 1))

# Step 4: Splitting the dataset into the training and test set
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○ Training set: The part of the data that we implement our machine learning model on.

○ Test set: The part of the data that we evaluate the performance of our machine learning model on.
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# Step 5: Feature scaling
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2] = scale(test\_set[, 2]) training\_set test\_set

Our training and test set were successfully scaled.
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# Exercises

1. Import employee.csv file and perform following -

Code:

> employee<-read.csv("employee.csv")

> employee

id Name Age Designation Salary isLocal 1 1 Michelle 44 Manager 72000 NA

* 1. 2 Ryan 27 Clerk 48000 NA
  2. 3 Gary 30 Clerk 54000 NA
  3. 4 Guru 38 Engineer 61000 NA
  4. 5 Harsh 40 Clerk NA NA
  5. 6 Brad 35 Engineer 58000 NA
  6. 7 James NA Clerk 52000 NA
  7. 8 Tina 48 Senior\_manager 79000 NA
  8. 9 Mina 50 CEO 83000 NA
  9. 10 Tara 37 Engineer 67000 NA

1. Extract only following columns "Name", "Age", "Salary", "isLocal" into dataframe "employee\_subset" Code:

> employee\_subset=select(employee,'Name','Age','Salary','isLocal')

> employee\_subset

Name Age Salary isLocal

* + - 1. Michelle 44 72000 NA
      2. Ryan 27 48000 NA
      3. Gary 30 54000 NA
      4. Guru 38 61000 NA
      5. Harsh 40 NA NA
      6. Brad 35 58000 NA
      7. James NA 52000 NA
      8. Tina 48 79000 NA
      9. Mina 50 83000 NA
      10. Tara 37 67000 NA

1. Rename the following columns ""Name", "Age", "Designation", "Salary", "isLocal" from employee\_subset dataframe Code:

>employee\_subset=select(employee,'name'='Name','age'='Age','design ation'='Designation','salary'='Salary','islocal'='isLocal')

>employee\_subset

name age designation salary islocal 1 Michelle 44 Manager 72000 NA

* + 1. Ryan 27 Clerk 48000 NA
    2. Gary 30 Clerk 54000 NA
    3. Guru 38 Engineer 61000 NA
    4. Harsh 40 Clerk NA NA
    5. Brad 35 Engineer 58000 NA
    6. James NA Clerk 52000 NA
    7. Tina 48 Senior\_manager 79000 NA
    8. Mina 50 CEO 83000 NA 10 Tara 37 Engineer 67000 NA

1. Check if a value is missing in employee\_subset Code:

>is.na(employee\_subset)

name age designation salary islocal [1,] FALSE FALSE FALSE FALSE TRUE

[2,] FALSE FALSE FALSE FALSE TRUE

[3,] FALSE FALSE FALSE FALSE TRUE

[4,] FALSE FALSE FALSE FALSE TRUE

[5,] FALSE FALSE FALSE TRUE TRUE

[6,] FALSE FALSE FALSE FALSE TRUE

[7,] FALSE TRUE FALSE FALSE TRUE

[8,] FALSE FALSE FALSE FALSE TRUE

[9,] FALSE FALSE FALSE FALSE TRUE

[10,] FALSE FALSE FALSE FALSE TRUE

1. Calculate the mean of Age and Salary column in employee\_subset Code:

> mean\_age<-mean(employee\_subset$age,na.rm=TRUE)

> mean\_age

* 1. 38.77778

mean\_salary<-mean(employee\_subset$salary,na.rm=TRUE)

> mean\_salary

[1] 63777.78

1. Replace missing values by mean of that variable/column Code:

>employee\_subset$age <- ifelse(is.na(employee\_subset$age),ave(empl oyee\_subset$age, FUN = function(x) mean(x, na.rm = TRUE)), employe e\_subset$age)

>

> employee\_subset

name age designation salary islocal 1 Michelle 44.00000 Manager 72000 NA

* 1. Ryan 27.00000 Clerk 48000 NA
  2. Gary 30.00000 Clerk 54000 NA
  3. Guru 38.00000 Engineer 61000 NA
  4. Harsh 40.00000 Clerk NA NA
  5. Brad 35.00000 Engineer 58000 NA
  6. James 38.77778 Clerk 52000 NA
  7. Tina 48.00000 Senior\_manager 79000 NA
  8. Mina 50.00000 CEO 83000 NA
  9. Tara 37.00000 Engineer 67000 NA

> employee\_subset$salary <- ifelse(is.na(employee\_subset$salary),a ve(employee\_subset$salary, FUN = function(x) mean(x, na.rm = TRUE)

), employee\_subset$salary) > employee\_subset

name age designation salary islocal 1 Michelle 44.00000 Manager 72000.00 NA

* 1. Ryan 27.00000 Clerk 48000.00 NA
  2. Gary 30.00000 Clerk 54000.00 NA
  3. Guru 38.00000 Engineer 61000.00 NA
  4. Harsh 40.00000 Clerk 63777.78 NA
  5. Brad 35.00000 Engineer 58000.00 NA
  6. James 38.77778 Clerk 52000.00 NA
  7. Tina 48.00000 Senior\_manager 79000.00 NA
  8. Mina 50.00000 CEO 83000.00 NA 10 Tara 37.00000 Engineer 67000.00 NA